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A finite-difference approach has been developed for precisely
determining diffusion coefficient and T1 relaxation time in fluid
amples analyzed by magnetization-grating rotating-frame imag-
ng (MAGROFI) with either a surface coil or a toroid cavity
etector (TCD). This approach avoids shortcomings of phenome-
ologically based approximations, such as neglect of sample ge-
metries with singularities at the confines of the sample volume,
nd accounts for the diffusive edge enhancement observed in fluid
maging. Error limits are discussed. The new method has been
pplied to the determination of the self-diffusion coefficient for
AGROFI experiments using TCDs filled with acetone. © 2000

cademic Press

Key Words: diffusion; rotating-frame imaging; NMR micros-
copy; magnetization grating; finite difference; toroid cavity.

INTRODUCTION

This article presents a finite-difference approach that
accurately determine diffusion coefficients from rotating-fra
NMR images obtained with toroid cavity detectors (TCD
Diffusion describes incoherent flow because of Brownian
tion; hence, it is the mass transport phenomenon that e
brates concentration gradients. Since diffusion plays a cr
role in many chemical reactions, phase transitions, and p
transfer reactions, its determination is fundamental to the
derstanding of reaction mechanisms and kinetics. More
diffusion limits the accuracy of techniques based on coh
flow, such as chromatography or electrophoresis. Somet
however, it is highly desired to improve diffusion pathwa
e.g., in methods of medical drug delivery, such as iontoph
sis (1) or phonophoresis (2).

Common NMR methods for measuring diffusion are
PFG (pulsedfield gradient) or the PGSE (pulsed-gradientspin-
echo) technique employing pulsedB0-field gradients (3, 4).
Recently, however, several new techniques implementinB1
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gradients have been developed (5–10). Among these, a ve
robust and versatile method is MAGROFI (magnetization
grating rotating-frameimaging), developed by Kimmichet al.
(10). Its key element is the simple two-pulse sequence s

atically shown in Fig. 1. The first pulse (P1) generate
-magnetization grating along the direction of theB1 gradient

During an evolution time (t), diffusion and relaxation deca
the grating, while coherent flow, if present, coherently s
the positions of its maxima and minima. The second pulse
is part of an RFI (rotating-frame imaging) procedure th
samples the remainingz magnetization with incrementa
increased pulse widths (Fig. 1a) (11) or with a rapid-imagin
pulse train (Fig. 1b) (12–14). With the remaining magnetiz
tion grating imaged, it is possible to simultaneously eval
diffusion coefficients, flow velocities, andT1 relaxation times
Before we describe the new finite-difference approach
recall and discuss the conventional, phenomenological
ment of MAGROFI with surface coils or, alternatively, w
TCDs.

MAGNETIZATION-GRATING ROTATING-FRAME
IMAGING

Surface Coil

A surface coil (15) exposes the sample to a reason
niform B1 gradient, i.e., to a linearly decreasingB1 field. If

applied on resonance, the pulse P1 of the MAGROFI sequ
(duration:tP1) generates a homogeneousyz magnetization he-
ix, in which the magnetization is twisted with a constant p
long the direction of theB1 gradient (Fig. 2).According to

Bloch’s equations, thez component of the helix forms
inusoidal magnetization grating of

Mz,0~ x! 5 Meq~ x!cos~2gB1tP1!

5 Meq~ x!cos~2gB1
0tP1 1 kP1x!, [1]
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277FINITE-DIFFERENCE DIFFUSION ANALYSIS
where the subscript zero indicates that no evolution time
past after the preparation pulse P1 was executed. In Eq
M eq( x) is the spatially dependent equilibrium magnetizatiog
is the magnetogyric ratio,x is the distance along the center a
perpendicular to the coil’s plane,B1

0 is the virtualB1 field that
would occur at the center of the coil (x 5 0) if the gradien
G1 5 (DB1/Dx) is uniform up to the surface coil’s plane, a
kP1 is the k-space wave number generated with the pulse
i.e., kP1 5 gG1tP1. In the case of a homogeneous sam

eq( x) is a constant (M eq). From a rigorous mathematic
approach similar to the one of Kimmichet al. (10), we found
that, during the evolution timet, the grating changes accord
o

Mz,t~ x! 5 MeqF1 2 expS2
t

T1
D $1 2 exp~2DkP1

2 t!

3 cos~2gB1
0tP1 1 kP1x!%G , [2]

whereD is the diffusion coefficient. The cosine term in E
[1] and [2] differs from Kimmich’s original equations,
which the origin of the distance scale is placed at the ex
olated point ofB1 5 0. Conventionally, however, the origin
positioned at the center of the surface coil, and the p
(2gB1

0tP1) must be added. Moreover, coherent flow is-
glected in the derivation of Eq. [2], since it does not occu
closed, homogeneous samples without convection cur
Because of the principle of reciprocity (16), RFI intensities

t( x), are proportional not only toMz,t( x) but also toB1( x).
Thus, if intensity data are acquired by the surface coil th
also used for generating the grating,I t( x) must be multiplied
by x to yield information aboutMz,t( x). In contrast, Canetet
al. (6) used a separate Helmholtz saddle coil for data acq
tion exhibiting a homogeneousB1 field along the sample, an

o signal intensity correction was necessary. Note, how
hat all signal intensities are relative numbers regardless o

FIG. 1. MAGROFI sequence utilizing (a) the traditional chemical-s
resolved rotating-frame imaging (series of transients with incremental
creasing pulse width) and (b) the rapid-imaging pulse train (single-
acquisition between equal pulses). RF, radiofrequency channel; P1, prep
pulse;t, evolution time; P2, RFI pulses; AQ, acquisition.
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acquisition procedure, and that they must be scaled
standard if needed.

In addition toT1 relaxation, Eq. [2] represents an exact
complete solution of Fick’s second law of diffusion, (­c/­t) 5
D(­ 2c/­ x2), if

(a) Eq. [1] is a boundary condition (starting condition),
(b) the gradientG1 along the sample is strictly uniform,
(c) the sample evenly expands perpendicular to the gra

G1, and
(d) the sample is homogeneous and contains no singula

along the gradient.

For surface coils, prerequisites (a) through (d) are fulfilled
to a certain extent. For example, the assumption of a un
gradient,G1, is an approximation (10). Additionally, singulari-
ies exist at the walls of the sample container, where diffu
s restricted toward the inside of the sample. Consequent
ffect known as diffusive edge enhancement in fluid ima
17) is observed. If areas of edge enhancement are eva
or diffusion using the phenomenological approach of Eq.
oefficients are extracted, which are considerably smaller
he true diffusion coefficient. These ill-determined coefficie
ave been termed “effective,” “apparent” (18), or “localized”
19) diffusion coefficients but do not reflect the physics pre
n the sample. Hence, edge enhancement is not the res
ocal changes in the diffusion coefficient but simply cause
he presence of singularities such as sample boundaries
hermore, because the area of edge enhancement depend
he evolution periodt of the NMR sequence, apparent dif

FIG. 2. Magnetization grating generated by a single radiofrequency
pulse applied to a surface coil. Within the surface coil’s uniformB1 gradient
he RF pulse rotates the equilibrium magnetization (a) into a helix (b) alon
istance axisx, i.e., into a sinusoidal magnetization grating. Magnetiza

vectors along thex axis are symbolized by straight pins, in which each h
depicts the tip of a vector.
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278 WOELK ET AL.
sion coefficients are strongly influenced by the time fram
the experiment, and even come out negative sometimes
lizing the more meticulous mathematical approach of fi
differences, however, we show that edge enhancement is
defined by regular diffusion.

Nevertheless, surface-coil MAGROFI is a robust new t
nique for determining diffusion coefficients when data from
center of a sample are evaluated with Eq. [2]. Becaus
technique consists of a simple two-pulse sequence, in whi
B0 gradients are switched, the precision of determinatio
similar to, if not better than, that of other NMR methods.
accuracy of a diffusion coefficient determined by surface
MAGROFI depends, among other factors, on

(a) how well defined and strong the uniform gradient,G1,
is,

(b) how accurately its value can be determined, and
(b) how many experiments are used for the evaluation

A MAGROFI experiment that utilizes a uniformB1 gradient
uch as the gradient of a surface coil, delivers only one
oint for a linear regression of amplitudes versus evolu

ime (10) or, alternatively, versusk-space wave number. A
ordingly, multiple MAGROFI experiments must be recor
o determine a single diffusion coefficient. Because of
inear-regression procedure, the standard deviation of th
usion coefficient decreases proportional to (N 2 2), whereN
s the number of experiments.

In the following, we discuss the use of nonuniformB1

gradients for MAGROFI measurements, and show how a
fusion coefficient is extracted from multiple data points o
single MAGROFI experiment.

Toroid Cavity Detector

While TCD B1 gradients are not uniform, they are mat-
matically well defined (20) by

B1~r ! 5
A

r
f

dB1~r !

dr
5 2

A

r 2 , [3]

whereA is the so-called “torus factor,” i.e., the proportiona
constant betweenB1 and r 21. Near the central conductor
TCDs,B1 gradients are typically much stronger than thos
surface coils. We have achieved gradients of 6–8 mT
(600–800 G/cm) using conventional NMR transmitter eq
ment (H band, 100 W; X band, 300 W). For this reason,
because of the high accuracy to which the gradient is defi
toroid cavity MAGROFI should, in general, yield diffusi
coefficients that are more accurate. According to Eq. [3]
pulse P1 generates a magnetization helix with decreasing
directed radially from the central conductor of a TCD (
along the radial dimensionr in Fig. 3). The radially dependen
asymmetricz-magnetization grating,Mz,0(r ), of this pulse is
described by
f
ti-
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Mz,0~r ! 5 MeqcosS2
gAtP1

r D . [4]

Figure 4a shows data points (circles) from a grating sample
toroid cavity MAGROFI with the evolution time,t, set to zero
The rotating-frame imaging intensities,I (r ), obtained from th
experiment have been divided byr 2 to yield radially depende
magnetization data,Mz,0(r ). This scaling procedure was o-
lined in detail before (20). Note that an approach similar to th

f Canet et al. (6), where the scaling of intensities is n
equired because the data are sampled by a separate
omogeneousB1 field (Helmholtz saddle coil), cannot be co-
ucted with TCDs.
Whenever the evolution time,t, is smaller than five time

the relaxation time constantT2, undesiredxy magnetizatio
remains at the time when P2 is started. This unwanted, t
verse magnetization is canceled by accumulating multipl
two transients for each RFI spectrum, in which the phase
is cycled by 180° versus P2, or multiples of four, in which
phase of P1 is cycled by 90° versus P2. A simulation o
grating was conducted with Eq. [4] and fitted to data from
experiment with acetone at room temperature, refiningA and

FIG. 3. Magnetization grating generated by a single RF pulse applie
toroid cavity detector. The central conductor of the toroid cavity is symbo
by the vertical rod in each plot, while straight pins exemplify the magnetiz
vectors. Because of the nonuniformB1 gradient, the RF pulse rotates
equilibrium magnetization (a) into a helix (b) with a high pitch close to
central conductor and a lower pitch further away. Thez component of the hel
(c) reveals a nonuniformz-magnetization grating. The evolution of this grat
is used for the determination of diffusion andT1 relaxation.
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279FINITE-DIFFERENCE DIFFUSION ANALYSIS
M eq. In Fig. 4a, the best fit is shown as a solid, heavy gray
Similarly, the grating was sampled after an evolution tim
t 5 1.0 s (Fig. 4b). Evolution of the grating can be reprodu
mathematically by (21)

Mz,t~r ! 5 MeqF1 2 expS2
t

T1
DH1 2 expS2

Dg 2A2t P1
2 t

r 4 D
3 cosS2

gAtP1

r DJG . [5]

Because of the distinctiveB1 gradient, az-magnetization gra-
ing formed in a TCD exhibits a wide range ofk-space wav
numbers. Thus, a single MAGROFI experiment is sufficien
extracting the diffusion coefficient and theT1 relaxation time
constant from a three-parameter fit of Eq. [5], refiningM eq, D,
andT1. If only two transients are utilized to cancel remain
transversal magnetization (phase cycling by 180° of P1 v
P2) and, in addition, rapid imaging by a pulse train (12–14) is

sed as the RFI procedure (Fig. 1b), a TCD MAGROFI
eriment is conducted in less than a minute of experim

ime. The torus factor,A, derived from the experiment in F
a was used for the simulation in Fig. 4b, since both the sa
nd all parameters but the evolution time were kept the
uring the two experiments. In Fig. 4b, the best fit is

FIG. 4. Plot of experimental RFI intensities (circles) versus radial dist
obtained from toroid cavity MAGROFI experiments on a homogeneous
ple of acetone (tP1 5 212ms,n 5 512,DtP2 5 12 ms,A 5 0.69346 0.0014
mT mm). Dark gray, vertical bars represent the sample confines atr min 5 1.0

m (central conductor) and atr max 5 5.0 mm (outer wall) of the toroi
detector. In (a), the evolution time,t, was set to zero, so that no decay of
grating occurred. In (b), the evolution time was set tot 5 1.0 s, and decay
he grating because of diffusion is clearly visible. The thin, horizontal
hows the baseline offset caused byT1 relaxation. In both plots, the heavy gr

line represents the best fit of Eq. [5] to the experimental data (D 5 4.72 3
029, T1 5 5.45 s).
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hown as a solid, heavy gray line. For the room-temper
cetone sample used in the experiment, the fit returns a
ion coefficient of 4.723 1029 6 0.203 1029 m2 s21 (64.2%)

and a T1 relaxation time of 5.456 0.11 s (61.9%). Fo
omparison, a room-temperature diffusion coefficient
.773 1029 m2 s21 is reported in the literature (22). In toroid

cavity MAGROFI, the standard deviation of diffusion-coe
cient measurements decreases with the number of data
that fall inside the TCD. This number of data points is o
mized by properly choosing the pulse-width increment,DtP2,
and is increased with the number of spectra,n, recorded in th
RFI procedure (20).

While Eq. [5] provides a reasonable phenomenologica
scription, it is not an exact solution of Fick’s laws of diffusi
but an approximation that was derived by modifying Eq. [2
contrast to the case with uniform gradients, no mathemati
exact, analytical solution is known to reproduce the evolu
of gratings in TCDs, not even inside the sample remote
the impermeable boundaries at the central conductor an
outer wall of the cavity. Accordingly, although theB1 gradien
s well defined and usually stronger compared with sur
oils, the evaluation of diffusion coefficients with Eq.
nvolves approximations that increase the determination e
o take advantage of well-defined, strong, and nonuni
radients while avoiding the use of phenomenological app

mations, we developed an iterative, numerical finite-differe
rocedure that reproduces the evolution of asymmetric gra
ore accurately. With this new approach, rotating-frame
ges of MAGROFI experiments can be described regardle

he detector’s geometry or the sample’s singularities and
ogeneity.

FINITE-DIFFERENCE APPROACH

Finite-difference calculations are numerical proced
commonly used to solve systems of partial differential e
tions with complex boundary conditions, especially when
progress cannot be reproduced easily and precisely with
nomenological equations. For finite-difference procedures
spatial range, area, or volume under investigation is div
into a finite number of intervals, fields, or volume eleme
respectively (Dx in Fig. 5). The elements are characterized
single, distinct function values optimally acquired from
interval’s midpoints. For each function value [f(a), f(a 1 1),
. . . , f(k 2 1), f(k), f(k 1 1), . . . , f( z 2 1), f( z) in Fig. 5],
the time-dependent differential equation is solved individu
Either neighboring data or, at singularities (a andz in Fig. 5),
additional function information such as the impermeabilit
sample confines is included to serve as a boundary con
for the calculation. The result is a set of new function va
for an advanced but limited time step,Dt. The time step widt
must meet stability conditions, discussed later.

In some fields of scientific research, finite-difference ca
lations have become widespread for simulating transport
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280 WOELK ET AL.
nomena. In electrochemistry, for example, finite-differe
calculations are often included in computer software pack
for analyzing near-electrode processes. For imaging mole
motion by NMR, however, evaluations based on the propa
theory (4) are common. Nevertheless, we preferred the fi
difference simulation for analyzing magnetization grating
TCDs because it is able to accurately reproduce the effe
diffusion in the bulk sample and close to impermeable bo
aries or other singularities.

Finite-difference equations for solving standard propaga
problems are introduced in many textbooks. Nevertheles
present a detailed derivation of TCD finite-difference eq
tions, since it differs from conventional one-dimensional
proaches (Fig. 5). In these conventional approaches, Car
coordinates with uniform planar volume elements (­V/­ x 5
const.) and equally distributed data points (Dx 5 const.) are
assumed, while the cylindrical symmetry of TCDs requ
cylindrical coordinates with the consequence that the ex
mental data are distributed unevenly on the radial distance
(20, 23).

Derivation of Finite-Difference Equations

A common approach for obtaining finite-difference eq
tions is the use of Taylor’s expansion theorem (24). For equi-
distant intervals and Cartesian coordinates, the leading
neglected is usually second order in distance squared be
two data points and sufficiently small. For an uneven distr
tion of intervals on the radial axis in cylindrical coordina
however, determining the error terms is more cumbersom
simply the same expansion-theorem approach is used
leading error term can increase up to first order in dista
Thus, to avoid the dilemma of undefined or unreasonably
error terms, we prefer to solve the diffusion problem by a
ogy to an electric circuit model that has been utilized ex
sively in heat-flow calculations (25) but has been mention
only occasionally with respect to diffusion measurem
(26, 27). The analogy was introduced by Beuken (28), who
invented electric analogue machines to study complic

FIG. 5. Diagram illustrating the principle of conventional finite-differe
propagation. The spatial dimension of interest is divided into equal inte
Dx. Function values (filled circles) of the intervals are individually progre
by finite time steps,Dt. Neighboring values or other function information (e
sample confines) is used as boundary conditions.
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transport phenomena. Digital modeling of these analogue
chines (29) revealed that the maximum error of computin
significantly reduced compared with straight finite-differe
methods (30). In principle, the model is based on the iden
between equations of transport phenomena and those g
ing electric ladder networks. It allows the mathematical tr
ment of a resistor and capacitor (RC) ladder network t
employed for MAGROFI diffusion experiments by substi
ing z magnetization for voltage, diffusion coefficients for c
ductivity, and sample volume for capacitance. Figure 6 sh
how an RC network is assembled to serve as an ana
model for the uneven distribution of function values in cy
drical TCDs. Since voltages (uk) represent localz magnetiza-
tions (Mz,k), it is important to know the radial positionsr k

represented by the experimental data pointsk. These position
are obtained from processing the RFI intensities of the to
cavity MAGROFI experiment.

To yield spatial information from RFI experiments, a se
of spectra acquired with incrementally increasing pulse w
(Fig. 1a) is transformed by a second, real-data Fourier t
formation (11, 20, 23). Alternatively, the intensities obtain
by the rapid-imaging pulse train (Fig. 1b) are directly c
verted by a real-data Fourier transformation (12–14). From

oth approaches, a set of intensities versus nutation freq
s derived. The nutation frequencies,n1, are spaced evenly b
(2nDtP2)

21, wheren is the number of pulse-width-depend
xperiments. They range fromn1,min 5 0 Hz to the frequenc

below n 1,max 5 (22DtP2)
21, i.e., the Nyquist frequency. Th

Nyquist frequency is determined by the pulse-width increm
DtP2, of the RFI experiment but is not included as a data p
Thus,

n1,k 5 2
k

nDtP2
, k 5 0, 1, . . . ,

n

2
2 1. [6]

Since 2pn 1 5 2gB1 and B1 5 A/r (Eq. [3]), nutation
frequencies of TCD experiments are transformed into rad
dependent data at

r k 5
gAnDtP2

2pk
, k 5 1, 2, . . . ,

n

2
2 1. [7]

Becauser 0 5 `, the radius ofk 5 0 is omitted from
subsequent calculations. Equations [6] and [7] indicate
TCD nutation data are evenly distributed in frequency s
but unevenly distributed in real space.

To compare experimental data with finite-difference si
lations, we divided the TCD’s radial coordinate into interv
(Dr k) that are characterized by function values atr k. Conse-
quently,Dr k ranges fromr k11/ 2 to r k21/ 2:

ls,
d
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281FINITE-DIFFERENCE DIFFUSION ANALYSIS
Dr k 5 r k21/ 2 2 r k11/ 2 5
gAnDtP2

2p~k2 2 1
4!

. [8]

Note thatr k11/ 2 is smaller thanr k21/ 2, andDr k decreases ask
increases. Accordingly, the size of the intervals is small
the central conductor and increases to the outer wall o
cavity. If the distribution of experimental data points is
coarse to accurately describe the magnetization profile, it m
become necessary to subdivide eachDr k region further by
placing additional, virtual data points betweenr k andr k11. For
most of our data sets, however, the preparation pulse
(tP1) was small compared to the maximum imaging pulse w
(tP1 # 1

4 nDtP2); accordingly, the spatial separation of the d
oints was sufficiently fine to map the distance between
djacentz-magnetization extrema with at least two experim

al data points.
As shown in Fig. 6, capacitorsCk are located at the radiir k

(Eq. [7]) and function as storage devices for electric charg
the analogy withz-magnetization transport by diffusion, c
pacitors (Ck) represent volume elements (Vk) that cover th
intervalsDr k of Eq. [8], i.e., consist of cylindrical shells wi
an inner radius ofr k11/ 2 and an outer radius ofr k21/ 2,

Vk 5 ph~r k21/ 2
2 2 r k11/ 2

2 !, [9]

hereh is the height of the sample volume inside the TC
he capacitorsCa andCz in Fig. 6 are those closest to the ou

and inner radial confines of the sample volume, respecti
Their volume analogues,Va and Vz, adjoin the outer wall a
r max and the central conductor atr min,

FIG. 6. Electric currents in an RC ladder network are used as an an
across capacitors and the magnetizations of volume elements are gove
with cylindrical-shell volume elements (Vk), voltages (uk) with magnetizatio
diffusion coefficient.
ar
e

ht

th
h
a
o
-

In

.
r
ly.

Va 5 ph~r max
2 2 r a11/ 2

2 !, Vz 5 ph~r z21/ 2
2 2 r min

2 !, [10]

herea andz indicate the data points closest to the outer
nd the central conductor, respectively. Note thatVa or Vz only

cover volume inside the TCD, althoughr a or r z are sometime
outside of the sample volume.

In the analogue model of Fig. 6, transport ofz magnetizatio
between volume elements to equilibrate magnetization g
ents is identified with electric current between capacitor
equilibrate differences in voltage. The currenti k,k21 betweenCk

andCk21 is given by Ohm’s law,

i k,k21 5
uk 2 uk21

Rk,k21 1 Rk21,k
, [11]

whereRk,k21 andRk21,k are the resistors between the capac
Ck andCk21. This notation indicates that, for example,Rk,k11 is
connected toCk in the direction ofCk11. From an initia
distribution of voltages across the capacitors,uk changes ac-
cording to

Ck

duk

dt
5 i k11,k 2 i k,k21

5
uk11 2 uk

Rk11,k 1 Rk,k11
2

uk 2 uk21

Rk,k21 1 Rk21,k
, [12]

here the sign ofi is positive, if current runs from smaller

ue model for the transport of magnetization in toroid cavity detectors. T
d by the same mathematical relationship. Accordingly, capacitors (Ck) are identified
( k), and the reciprocal of the resistivity (k21), i.e., the conductivity, with th
alog
rne
nsM
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282 WOELK ET AL.
larger radii, i.e., from the center of the torus to the outsid
Eq. [12], the analogy of the RC ladder network to the diffus
problem is readily seen, when the flow of electrons (
current) is identified with the flow of matter. Using the ad
tional analogies of voltage with concentration and conduct
(i.e., reciprocal resistivity) with the diffusion coefficient, Fic
first law of diffusion results.

Since no current crosses the boundaries atr max and r min in
Fig. 6, voltages acrossCa andCz change according to

Ca

dua

dt
5

ua11 2 ua

Ra11,a 1 Ra,a11
, Cz

duz

dt
5 2

uz 2 uz21

Rz,z21 1 Rz21,z
.

[13]

In electrotechnology, resistanceR along a distancex is defined
as

R 5 E k

S~ x!
dx, [14]

herek is the resistivity, andS( x) is the area through whic
the current passes. In the cylindrical geometry of TCDs
areaS is a cylindrical surface that depends upon the radius
S(r ) 5 2prh. Assuming uniform resistivity across each in
al Dr k, the resistorsRk,k21 andRk,k11 are determined by

Rk,k21 5
kk

2ph
lnS r k21/ 2

r k
D , Rk,k11 5

kk

2ph
lnS r k

r k21/ 2
D .

[15]

Since, in Beuken’s model, diffusion is equivalent to cond
tance in electric networks, the diffusion coefficientD is iden-
tified with the conductivity, i.e., the reciprocal of resistiv
k21. Equation [12] and the analogies ofCk with Vk, uk with
Mz,k, and D with k21 provide the differential equation f
irregular intervals in TCDs,

Vk

dMz,k

dt
5

Mz,k11 2 Mz,k

1

2phDk11
lnS r k11/ 2

r k11
D 1

1

2phDk
lnS r k

r k11/ 2
D

2
Mz,k 2 Mz,k21

1

2phDk
lnS r k21/ 2

r k
D 1

1

2phDk21
lnS r k21

r k21/ 2
D .

[16]
n
n
.,
-
y

e
.,

-

-

Substitution with Eqs. [7], [8], and [9] leads to

dMz,k

dt
5

1

k~Dr k!
2 3

Mz,k11 2 Mz,k

1

Dk11
lnSk 1 1

k 1 1
2
D 1

1

Dk
lnSk 1 1

2

k D
2

Mz,k 2 Mz,k21

1

Dk
lnS k

k 2 1
2
D 1

1

Dk21
lnS k 2 1

2

k 2 1D4 . [17]

During a finite periodDt, the magnetizationsMz,k change from
Mz,k,t to Mz,k,t1Dt. A linear approximation of Eq. [17] yields th
general, explicit finite-difference equation for TCDs,

Mz,k,t1Dt 5 Mz,k,t 1
Dt

k~Dr k!
2

3 3
Mz,k11,t 2 Mz,k,t

1

Dk11
lnSk 1 1

k 1 1
2
D 1

1

Dk
lnSk 1 1

2

k D
2

Mz,k,t 2 Mz,k21,t

1

Dk
lnS k

k 2 1
2
D 1

1

Dk21
lnS k 2 1

2

k 2 1D4 .

[18]

If diffusion is independent of radial position, a single diffus
coefficientD can be introduced, and Eq. [18] simplifies to

Mz,k,t1Dt 5 Mz,k,t 1
DDt

k~Dr k!
2

3 3
Mz,k11,t 2 Mz,k,t

lnSk 1 1

k D 2
Mz,k,t 2 Mz,k21,t

lnS k

k 2 1D 4 . [19]

Equation [19] is the finite-difference equation that comp
changes of radially distributedz magnetization in homog
neous TCD samples. The equation contains all the char
istics of TCDs and, in addition, of the RFI sampling ther
Accordingly, natural logarithm terms occur in Eq. [19] a
result of integrating across differential volume element
cylindrical geometry (Eq. [14]). Furthermore, the FFT (fast
Fourier transform) algorithm applied to RFI data and
special relationship between theB1 field (thus, nutation fre-
quency) and radial distance in TCDs (Eq. [3]) cause the l
rithm terms to contain only data-point indices (k) as variable
rather than radial distances (r k).

For large data-point indices (e.g.,k . 500), theterms k
ln[(k 1 1)/k] and k ln[k/(k 2 1)] both approach unity, an
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283FINITE-DIFFERENCE DIFFUSION ANALYSIS
Eq. [19] transforms into the well-known finite-difference eq
tion of planar sheets (24):

Mz,k,t1Dt 5 Mz,k,t 1
DDt

~Dr k!
2 ~Mz,k11,t 2 2Mz,k,t 2 Mz,k21,t!.

[20]

ccordingly, differences between individual calculations w
q. [19] and those with Eq.[20] can be quite small, even if

20] is applied to the cylindrical coordinates of TCDs.
ompute significant time advancements, however, indiv
nite-difference calculations must be repeated many time
apidly increasing cumulative errors occur. Hence, we pref
se Eq. [19] because it is more accurate.
Equations [18] and [19] represent explicit finite-differe

quations that calculate the evolution of an initial radial
ribution of magnetization in the cylindrical sample geom
f TCDs. For computer automation of the finite-differe
alculation, however, it is common practice to separate
erms that involveMz,k11, Mz,k, or Mz,k21. Accordingly, Eq
[19] yields

Mz,k,t1Dt 5 Mz,k11,t3
DDt

k~Dr k!
2

1

lnSk 1 1

k D4 1 Mz,k,t

3 31 2
DDt

k~Dr k!
2 1

1

lnSk 1 1

k D 1
1

lnS k

k 2 1D24
1 Mz,k21,t3

DDt

k~Dr k!
2

1

lnS k

k 2 1D4
5 Mz,k11,t pk11 1 Mz,k,t pk 1 Mz,k21,t pk21. [21]

For the data pointsa and z adjacent to the inner and ou
confines of the sample volume, equations similar to Eq.
are derived based on Eqs. [10] and [13]:

Mz,a,t1Dt 5 Mz,a11,t3
2DDt

r max
2 2 r a11/ 2

2

1

lnSa 1 1

a D4
1 Mz,a,t31 2

2DDt

r max
2 2 r a11/ 2

2

1

lnSa 1 1

a D4
5 Mz,a11,t pa11 1 Mz,a,t pa,

Mz,z,t1Dt 5 Mz,z,t31 2
2DDt

r z21/ 2
2 2 r min

2

1

lnS z

z 2 1D4
-

.

al
nd
to

-
y

e

]

1 Mz,z21,t3
2DDt

r z21/ 2
2 2 r min

2

1

lnS z

z 2 1D4
5 Mz,z,t pz 1 Mz,z21,t pz21. [22]

For further simplification, Eqs. [21] and [22] are combined
transformed into matrix notation. Accordingly,

1
Mz,a,t1Dt

· · ·
Mz,k,t1Dt

· · ·
Mz,z,t1Dt

2 5 1
pa pa11 0

· · ·
pk21 pk pk11

· · ·
0 pz21 pz

21
Mz,a,t

· · ·
Mz,k,t

· · ·
Mz,z,t

2 . [23]

Put another way,M z,t1Dt(r ) 5 PM z,t(r ), where M z,t(r ) and
M z,t1Dt(r ) arez-magnetization distributions before and after
application of the diagonal propagation band matrixP, respec
tively. The matrixP consists of the multiplierspx from Eqs
[21] and [22]. With Eq. [23], the evolution ofz magnetizatio
in TCDs is calculated for the finite periodDt. To follow
magnetization gratings through the entire evolution timet, the
propagation matrixP must be applied multiple times starti
with the initial grating,M z,0(r ), of Eq. [4]. Hence,

M z,t~r ! 5 PHM z,0~r !, [24]

hereH is the number of propagation steps; i.e.,H 5 t /Dt. In
a homogeneous sample, the equilibrium magnetizationM eq is

niform, and Eq. [24] can be normalized, yielding

M z,t
0 ~r ! 5 PHM z,0

0 ~r !, [25]

hereM z,t
0 (r ) 5 M z,t(r )/M eq andM z,0

0 (r ) 5 M z,0(r )/M eq. The
normalized, initial gratingM z,0

0 (r ) is obtained from the cosin
term of Eq. [4]. With Eq. [25], progression of a magnetiza
profile in TCDs is calculated without explicit knowledge
M eq.

Convergence

Finite-difference approaches are numerical calculation
tended to deliver results as close as possible to the true
tions of partial differential equations. They are assumed “c
patible” if the errors become zero as the finite difference
space,Dr k, and time,Dt, both approach zero. Furthermo
they are called “stable” if the introduction of addition
smaller steps in space or time does not increase the cumu
round-off error (31). In addition, it is important to watc
whether or not the finite-difference procedure converges. S
the step widths in space and time are interdependent, bo
be too large to converge: as a result, oscillations with inc
ing errors occur. In TCD experiments, finite differences
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284 WOELK ET AL.
space,Dr k, are predetermined by the experimental data p
(Eq. [8]). Therefore, the mandatory condition of converge
limits the maximum, normalized time step,DDt.

The finite time step,Dt, which was introduced in Eq. [18
evolved from a linear approximation of Eq. [17]. The appr
imation is valid if particles from volume elementsVk interfere
only with neighboring volume elements,Vk21 or Vk11, but not

ith Vk22 or Vk12. Thus, duringDt, particles should not trav
further than the smallestDr of all volume elements. The ro
mean square distance,x# , that particles travel in one spat
dimension by random walk is given by the Einstein–Sm
chowski relation (32)

x# 5 Î2DDt f DDt 5
x# 2

2
. [26]

ccording to Eq. [8],Dr k decreases ask increases, and th
smallestDr k of all data points inside the TCD should be
one closest to the central conductor; i.e.,Dr z 5 r z21/ 2 2
r min. However, because of the fixed confines,r max andr min, of
the sample volume, the intervalDr a 5 r max 2 r a11/ 2 can, in
principle, be smaller thanDr z, and an individual test mu
be conducted. Additionally, the computer program m
determine whetherDr a and Dr z are large enough to b
included in the calculation. If either one is within the ra
of the square root of the computer’s round-off error
should be omitted. Without this determination,Dr a or Dr z

and, according to Eq. [26],DDt can approach zero. Final
the smallest interval that is actually included in the fin
difference simulation is used to determine the maxim
normalized time stepDDt. It should be set to a maximum

0 –90% of the value calculated by Eq. [26] to ensure
he finite-difference procedure remains stable and conve
ven if there are severe round-off errors. In finite-differe
alculations, the convergence criterion discussed he
enerally known as the Courant–Friedrichs–Lewy crite
r, in short, the Courant criterion (33).

SIMULATIONS

Diffusion

Based on the finite-difference matrix expression of Eq.
and under the consideration of the Courant criterion, the
lution of z-magnetization gratings in TCDs was calculated
ompared to results from the phenomenological expre
iven by Eq. [5]. Figure 7 shows simulated magnetiza
rofiles after several, normalized evolution times,Dt /(r min)

2,
obtained for a TCD of normalized radii (r /r min) with r min 5 1
and r max 5 5. To show the influence of diffusion alone,
neglectedT1 relaxation in the profiles of Fig. 7. Consequen
the long-term evolution profile [Dt /(r min)

2 5 `, Fig. 7c]
differs from the equilibrium magnetization reached after a
five times T1. However, it also deviates from collapsing
ts
e

-

-

t

t

-

t
es
e
is

n

]
o-
d
on
n

,

t

magnetization to zero as predicted by Eq. [5] withT1 5 `.
ecause of the impermeable boundaries atr min andr max, diffu-

sion is limited to within the sample volume, and magnetiza
is equilibrated to the average sample magnetization o
initial grating.

Two additional findings distinguish the results of
finite-difference calculation from the predictions of Eq.
First, the data in Fig. 7 demonstrate that diffusion not o
dampens oscillations of the grating but also shifts its
trema to smaller radii. This effect has been observed e
(21) and is especially noticeable at the profile ofDt /
(r min)

2 5 0.01 in Fig. 7b. Consequently, when using Eq.
one must restrict the analysis to grating extrema that ar
smaller than 10% of the initial value att 5 0 (21). This
undamental difference between the two calculational m
ds is not simply an artifact caused by impermeable sa
oundaries. The comparison demonstrates that Eq. [

FIG. 7. Decay of a toroid cavityz-magnetization grating according
nite-difference calculations (solid black lines) and calculations from
henomenological approach (heavy gray lines) after the normalized evo

imes of (a)Dt /(r min)
2 5 0.0025, (b)Dt /(r min)

2 5 0.01, and (c)Dt /(r min)
2 5

. The dotted lines show the initial grating generated by the preparation
hile the dark gray, vertical bars indicate the sample confines atr /r min 5 1 and

r /r min 5 5. To exclusively show the effects of diffusion, we neglectedT1

relaxation in the calculation.
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285FINITE-DIFFERENCE DIFFUSION ANALYSIS
only a phenomenological approximation, not the exact
lution of partial differential equations. The second diff
ence between the calculations with Eqs. [5] and [25
readily seen as a result of adding spatial limitations to
sample volume. Here, diffusion is restricted to the insid
the sample volume, and grating extrema adjacent to
boundaries decay slower than expected by Eq. [5]. A
central conductor, this diffusive edge-enhancement e
(17) is especially visible at the profile ofDt /(r min)

2 5
0.0025 in Fig. 7a. With increasing evolution time, the a
of enhancedz magnetization reaches further into the sam
(Fig. 7b). Because of the looser grating adjacent to
sample boundary atr /r min 5 5, edge enhancement occ
more slowly at the outer wall of the TCD. Here, however
evaluation with Eq. [5] can lead to negative “appare
diffusion coefficients, sincez magnetization temporari
ises above its initial value (Fig. 7b).

Finite-difference diffusion simulations are not limited
CDs but can likewise be conducted for other sample ge
tries or otherB1 gradients. For example, Fig. 8plots the deca

of a uniform magnetization grating of a surface coil as ca
lated from the finite-difference equation of planar sheets
evenly spaced function values (Eq. [20]). Using this proce
instead of Eq. [2], one can account for the impermeable sa
confines, and edge-enhancement effects are clearly s
Figure 8 also reveals that the edge enhancement de
largely on the phase of the initial grating. At both sam
confines (xmin 5 0.2 mm andxmax 5 2.3 mm), howeve
magnetization first increases and, again, can lead to ne
apparent diffusion coefficients if evaluated with the phen
enological approach of Eq. [2].

FIG. 8. Decay of a uniformz-magnetization grating in a confined sam
according to finite-difference simulations. The thick solid lines show
progress of decay after an evolution time oft 5 1.5 s andt 5 7.5 s
espectively, for an assumed diffusion coefficient of 2.03 1029 m2 s21.

Substantial edge enhancement is observed near the dark gray bars th
bolize the sample boundaries.
-
-
s
e
f
e
e
ct

a
e
e

n
”

-

-
h
re
le
n.

nds
e

ive
-

T1 Relaxation

Different from the effects of diffusion,T1 relaxation decay
z-magnetization gratings independent of the distances be
the grating’s extrema. In most cases, the influence ofT1 relax-
ation is easily calculated by Eq. [5] with the diffusion coe
cient set to zero,

M z,t~r ! 5 MeqF1 2 expS2
t

T1
D $1 2 M z,0

0 ~r !%G . [27]

whereM z,0
0 (r ) 5 M z,0(r )/M eq is the cosine term of the initi

grating as obtained from Eq. [4]. Figure 9 showsz-magneti
zation profiles after different normalized evolution times,t /T1,
calculated from Eq. [27]. The oscillations decay as an e
nential function of the evolution time, and thermal equilibriu
M eq, is reached aftert /T1 is greater than 5. After this time,
oscillations disappear and evaluation of the diffusion co
cient is no longer possible.

APPLICATION

Algorithm for Diffusion Coefficient and T1 Relaxation Time

Conventionally,D, T1, andM eq would be obtained from
three-parameter least-squares fit of simulated curves to e
imental data. Conducting this least-squares fit, however
cessitates a new, complete finite-difference calculation fo
ery refined parameter set, starting with the in
z-magnetization grating. To reduce computer calculation t
we favor an alternative approach that requires only one fi
difference calculation. In this alternative approach, the fi
difference progression steps (Eq. [25]) are carried out u
DDt, i.e., a normalized time step. To ensure convergence,DDt
must obey the Courant criterion derived from Eq. [26]. A
each time step (total progression ofHDDt, whereH 5 0, 1,

FIG. 9. Decay of a toroid cavity magnetization grating byT1 relaxation
The solid lines show the remaining grating as calculated for different no
ized relaxation times,t /T1, as indicated by the labels next to each curve

xclusively show the effects of relaxation, we neglected diffusion in
alculation.
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2, . . .), a linear regression is conducted to determineM eq

andT1,

M z,t~r ! 5 b0 1 b1M z,HDDt
0 ~r !, [28]

here the coefficientsb0 andb1 are derived from Eq. [27]:

b0 5 MeqF1 2 expS2
t

T1
DG , b1 5 MeqexpS2

t

T1
D . [29]

he data pointsa and z of the finite-difference calculatio
sually cover irregular sample intervals that are confined b

mpermeable boundaries atr max and r min, respectively. Th
experimental data ofa and z, however, represent averag
magnetizations from the entire range covered by these
points. Accordingly, althougha and z are included in th
finite-difference calculation, except whenDr a or Dr z is within
the range of the square root of the computer’s round-off
(vide supra), only values froma 1 1 to z 2 1 are used for th
linear regression.

The maximum-likelihood criterion of linear regressions
the sum of least-squares deviations of experimental data
simulated data (34), i.e., the minimum of the so-called “ch
square” parameter,

x 2 5 O
k5a11

z21 SMz,k,exp2 b0 2 b1Mz,k,sim

sk
D 2

. [30]

whereMz,k,exp are magnetizations derived from the experim
Mz,k,sim are simulated data from the finite-difference calculat
ands k are experimental standard deviations of the data p
. Usually, standard deviations of NMR intensities are
ated from the noise of the spectrum. Because magnetiz
f TCD images,Mz,k,exp, are derived from division of sign

intensitiesI k(r ) by r k
2 (20), noise increases proportional tok2

(Eq. [7]). Accordingly, standard deviations in Eq. [30]
s k 5 s 0k

2, wheres0 is a constant that is typically unknow
nd expendable for the linear-regression procedure. It is

s0 5 1, and standard deviations ofs k 5 k2 are used in Eq
[30]. However, for the determination of confidence inter
(i.e., for the probabilities of finding the true parameters wi
a certain range around the best fit),s0 must be known and
specified as discussed later.

Sincex2 is used not only as the maximum-likelihood e-
ator forM eq andT1 but also for the diffusion coefficientD,

minimumx2 values of Eq. [30] must be saved after each fi
time step and compared with the minimumx2 of the next step
In Fig. 10, typical minimumx2 values are plotted versus t
number of finite time stepsH. The curve shows a minimu
that represents the maximum likelihood of all three parame
M eq, T1, andD. In addition, the inset shows that the minim
e

ta

or

m

t,
,
ts
i-
ns

to

s
n

e

rs,

is well mapped by the finite-difference step width (DDt). It is
the only minimum of the curve, because decay of the w
ordered, radially dependentz-magnetization grating by diffu
sion is irreversible; i.e., it is a process of continuously incr
ing entropy. With the finite-difference procedure, the entr
process is reproduced stepwise, andx2 decreases until th
entropies of the calculated grating and the experimental im
match. Each additional finite time step increases the pred
amount of entropy and, therefore, further deviates from
entropy of the experimental image.

With Eq. [29], the valuesb0,min andb1,min leading to the tota
minimum, xmin

2 , are used to extractT1 andM eq according to

Meq 5 b0,min 1 b1,min, T1 5
t

lnS1 1
b0,min

b1,min
D . [31]

The diffusion coefficient,D, is calculated from the number
finite time steps,Hmin, used to reach the minimum in thex2

curve and from the normalized step width,DDt, according to

D 5
Hmin~DDt!

t
. [32]

Figure 11 shows the flowchart of a computer program35)
for the evaluation ofT1 relaxation and diffusion. At the begi-
ning of the algorithm, experimental parameters, geom
parameters, and the torus factor (A) must be provided for th
alculation. With these values, the computer program simu
he normalized, initial gratingM z,0

0 (r ) produced by the prep-
ration pulse, P1, and determines the data points,k, that fall
inside the TCD (a $ k $ z). Then, the diagonal propagati
band matrixP (Eq. [25]) is constructed, and the normaliz
time step,DDt, is calculated from 80% of its maximum valu

FIG. 10. Plot of the maximum-likelihood parameterx2 versus the numb
f finite-difference progressionsH of width DDt. The inset shows a det

around the minimum of the curve and exemplifies the individual resul
open circles.
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287FINITE-DIFFERENCE DIFFUSION ANALYSIS
according to the Courant criterion (Eq. [26]). After the ini
application ofP, the least-squares parameterx2 (Eq. [30]) is
calculated from the coefficientsb0 andb1 of the linear regres-
ion (Eq. [29]). The result is stored, and another finite pr
ation step is conducted. Again, the least-squares paramex2

is evaluated and then compared with the storedx2 value. If the
latter is smaller, the finite-difference propagation is repe
until the minimum,xmin

2 , is found. This minimum is used
calculateM eq, T1, andD according to Eqs. [31] and [32].

Standard Deviation and Confidence Interval

Confidence intervals of diffusion coefficients derived fr
the finite-difference approach above are determined as ou
in detail elsewhere (36). Accordingly, a standard confiden
nterval is the region around the calculated diffusion co
ient, in which the true coefficient can be found with 68
robability, and is given by a threshold of

FIG. 11. Flowchart of the computer program for the simultaneous e
tion of the diffusion coefficient (D) and the relaxation time (T1) by the

finite-difference approach.
a-
r

d

ed

-

x # x min 1 1. [33]

Equation [33] holds for relationships with one dependent
able. For this kind of relationship, the standard confide
interval is equal to the half-height range of a Gaussian d
bution and is usually termed the standard deviation. In the
of x2 versusnDDt (e.g., Fig. 10),T1 andM eq are optimized b
the linear regression; consequently, onlyD is dependent, an
Eq. [33] is used to evaluate the standard deviation.

As discussed earlier, experimental standard deviationssk,
are typically unknown. Withs0 set to unity, the calculatedx2

values are relative numbers that must be adjusted to rep
experimental standard deviations. A reasonable and com
method for adjustingx2 is to assume that the theory of
simulation is complete and accurate. By doing this, howev
must be carefully considered whether the random wal
particles and radially independent longitudinal relaxation
the only effects modifying the magnetization gratings. In
ticular, relaxation and diffusion during the pulses, pulse
perfections, and off-resonance effects must be negligible
ditionally, accurate representation of thez magnetization b
the RFI procedure must be ensured. If these prerequisites
deviations between experimental and simulated data at the
minimum, xmin

2 , are solely based on experimental deficien
(e.g., receiver noise), and the standard deviation of exper
tal data points is recalculated by

s 0
2 5

¥ k5a11
z21 SMz,k,exp2 b0,min 2 b1,minMz,k,sim

k2 D 2

~ z 2 1! 2 ~a 1 1! 2 m
. [34]

here (z 2 1) 2 (a 1 1) reflects the numbers of data poi
sed for the linear regression, andm is the number of param
ters determined by the regression; i.e.,m 5 2 for T1 andM eq

(34). Accordingly,

s0 5 Î x min
2

z 2 a 2 4
. [35]

If the relative numbers obtained from Eq. [30] are divided
s0 (Eq. [35]), meaningfulx2 deviations are obtained, andx2 #
xmin

2 1 1 (Eq. [33]) can be used to determine the stan
eviation of the diffusion coefficient. Alternatively, a thresh
f x2 5 xmin

2 1 s0 can be applied, and the standard deviatio
obtained without rescalingx2 data.

Self-Diffusion in Experiments with Acetone

Several experiments have been conducted to generate
netization gratings in homogeneously filled TCDs and to
vestigate their subsequent decay during an evolution timt.
The gratings were imaged by an RFI procedure (P2 in Fig
and, from the radially dependent signal intensities, diffu
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coefficients were determined with the finite-difference pr
dure. In addition, standard deviations of the coefficients
calculated. Figure 12 shows experimental data (circles) de
from two separate experiments, both conducted with a
(inner radius ofr min 5 1.0 mm, outer radius ofr max 5 5.0 mm)
completely filled with acetone. In the experiment of Fig. 1
the MAGROFI pulse sequence was applied with a prepar
pulse oftP1 5 212ms and an evolution time oft 5 1.0 s, while

ig. 12b resulted from a preparation pulse oftP1 5 195ms and
n evolution time oft 5 1.0 s. During both experiments, 5
pectra with incrementally increasing pulse widths (DtP2 5 12

ms) were recorded for the RFI procedure. Although the p
widths tP1 of the two experiments in Fig. 12 were similar a
all other parameters were kept the same, Fig. 12a exhi
positive and Fig. 12b a negative edge enhancement ne
central conductor atr min 5 1 mm. The experimental magne-
ation was compared to data derived from both the fi
ifference approach as described above and the least-squ

o the phenomenological approach of Eq [5]. The best fit
hown as black and heavy gray solid lines in Fig. 12, res
ively. The black lines (finite-difference approach) revea
xcellent agreement between the theory and the experime

he inner confine of the sample volume, they correctly re

FIG. 12. Plot of experimental RFI intensities (circles) versus radial
tance obtained from toroid MAGROFI experiments with acetone (n 5 512,
DtP2 5 12 ms, A 5 0.6934 6 0.0014 mTmm). Dark gray, vertical ba
epresent the sample confine atr min 5 1.0 mm (central conductor). In (a), t

preparation pulse width was set totP1 5 212ms, and a positive edge enhan-
ment is observed. In contrast, a negative enhancement is obtained in (b)
the preparation pulse width was set to a slightly different value (tP1 5 195ms).
In both cases, the finite-difference evaluation (solid lines) correctly repro
the enhancement effect neglected by the phenomenological approach
gray lines). Thin horizontal lines show baseline offsets caused byT1 relax-
ation.
-
re
ed
D

,
n

e

a
the

-
s fit
re
c-
n
At
-

duce the diffusive edge enhancement and the shift o
magnetization extrema to smaller radii both neglected by
[5] (heavy gray lines in Fig. 12). For acetone at room tem
ature, the two experiments indicate self-diffusion coeffici
of 4.84 3 1029 6 0.22 3 1029 m2 s21 (64.5%) and 4.733

029 6 0.153 1029 m2 s21 (63.2%), andT1 relaxation time
of 5.45 s (62.0%) and 5.65 s (61.8%), respectively. Th
confidence intervals (standard deviations) of both mea
ments in Fig. 12 cover the value of the acetone self-diffu
coefficient that was determined independently by another
nique (22).

CONCLUSION

A new calculational method (finite-difference approach)
been developed to accurately simulate molecular diffusion
nuclear spin relaxation in MAGROFI experiments. The n
theoretical approach defeats the shortcomings of phenom
logical equations, such as neglect of sample geometries
singularities at the confines of the sample volume. Fur
more, since sample geometries are included in the fi
difference approach, it is not necessary to invoke “appa
diffusion coefficients” to describe diffusion at or near spa
singularities, such as sample confines. When using toroid
ity detectors (TCDs) for the experiments, key advantages
as the strong, mathematically well-defined, nonuniformB1

gradient and the highly reproducible, unique sample geom
are exploited. Further, MAGROFI is a simple two-pu
method that does not requireB0 gradients. Accordingly, th
experiments are not affected byB0 gradient-switching impe-
ections orB0 susceptibility mismatches at sample bounda
or interfaces. These important features make the toroid c
MAGROFI technique combined with our finite-difference c
culations one of the most accurate NMR methods for d
mining molecular self-diffusion in fluids.

In addition to the determination of self-diffusion and dif
sion in homogeneous mixtures, the finite-difference appr
presented here makes it possible to include concentrati
spatially dependent diffusion measurements. For simplici
our discussion of the finite-difference equations, this fea
has not explicitly been addressed here. However, a propag
matrix similar to the one in Eq. [23] can be derived from
finite-difference expression of Eq. [18], where each data p
k maintains an individual diffusion coefficientDk.

In addition to the optimization ofD, T1, andM eq, we have
attempted to incorporate an optimization of the torus factoA,
into the evaluation of MAGROFI data sets. However, sev
local minima occurred in the plot ofx2 versusHDDt, depend-
ing on the magnetization-grating profile. As a consequenc
standard deviations increased significantly (37). Therefore, w
ecommend thatA be determined separately from a reg
oroid cavity RFI measurement. This should be interlea
ith the diffusion measurement to ensure equal experim
onditions.
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Because diffusion is accurately described not only insi
homogeneously filled sample volume but also at singular
the finite-difference approach is useful for investigating d
sive mass transport between phases (e.g., liquids sw
polymers) or through membranes (e.g., in osmosis). Whe
central conductor is used as a working electrode (38, 39), the
method introduced here can help to extract transport num
that are important for electrochemical studies or, comb
with the ability of the RFI procedure to retain chemical-s
information, it can be employed to analyze diffusion-limi
chemistry on the surface of an electrode. All the experim
suggested above can easily be conducted under high pr
and high temperature, since TCDs are easily implemented
NMR autoclave probes (20, 38). In future work, we plan o
using this new technique for diffusion measurements u
supercritical conditions (e.g., in supercritical CO2).
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